August 14, 2003 was a pretty normal day in the Mideast--in the Ohio/Pennsylvania region. It was warm, but not that warm--in most areas it never broke 90 degrees. It was humid, but not that humid. The area was not in heat wave conditions. The usual amount of power generation was down for some kind of repair or another. 

  

At 1215 the state estimator operated by the Ohio-based Midwest Independent Transmission System Operator fails. (From now we'll call them MISO.) A state estimator mathematically processes raw telemetry-type data coming from the different parts of the electrical system. It then calibrates this data against a model they have of a well functioning electrical system to determine if anything is out of whack. 

  

Essentially what happened is that at 1215 the State Estimator produced a solution--a current state of the system--outside the bounds of system dynamics, i.e. it was a nutty solution that indicated not a real problem, but some kind of technology fritz. As you can imagine, the state estimator is only as good as its data, so the operators troubleshot the state estimator to see where the problem was. They found the problem, they fixed it and got a good reading. But to troubleshoot the state estimator, you have to turn the system off, AND THE OPERATOR FORGOT TO TURN THE SYSTEM BACK ON. CLICK 

  

Because this software was not working, MISO could not perform COMPLETE contingency analysis of generation losses within its area of responsibility for the next 2+ hours. 

  

A little over an hour later at 1331, the Eastlake 5 Ohio generating plant tripped and shut itself down. CLICK The reasons why it shut down have to do with some arcane fact of electricity generation that I couldn't understand well enough to explain concisely. The key point about the unexpected loss of this plant is that First Energy's electrical system was now much closer to its threshold line than it would like to have been. First Energy itself did not conduct a contingency analysis after the loss of the Eastlake plant, and you'll recall that the guys at MISO had not turned the State Estimator back on so they were unable to do the analysis that would have discovered that, without the Eastlake plant, the First Energy system would be in trouble if transmission lines started to go down. Hmm...I wonder what will happen next. 

  

Two minutes after two, the first overhead transmission line, the Stuart-Atlanta line, fails. CLICK This line actually is not important in terms of power transmission, It only really matters because MISO never knew it was down and so at critical times later in the afternoon it kept trying to understand system status assuming this line was up, which led to all sorts of miscalculation. 

  

Twelve minutes later, the alarm and logging software at First Energy's control room failed. CLICK This was the software that when it received certain kinds of data, would issue visual and audible alarms so that individuals in the control room would know something was amiss. The data kept coming in but without the alarms the engineers needed to manually scan their systems, some of which were several screens or steps down, to know there was a problem. They did not realize they needed to do that. 

  

At 1420, several remote consoles at substations fail. It's not clear whether these failures were a result of the large failure in the First Energy control room. As each console failed, First Energy's information technology staff was paged. CLICK 

  

Seven minutes later, the second transmission line--the Star/South Canton line, fails. CLICK Lines usually fail because of tree contact that occurs after a line sags. The lines sag as they become hotter, because of the ambient temperature or because they overheat from carrying excessive power. This is why it is important that trees around powerlines be trimmed regularly. This first line did not fail because it was carrying excessive power--it was at less than half its recommended load. It failed because the trees had not been properly trimmed. 

  

Five minutes later, a neighboring power plant calls the FE control room to report that the STAR/SOUTH CANTON line must have tripped because they are getting whacky readings. The FE engineers say: "Nah, there's no problem. There's no....ALARM." 

  

Now we get to some of my more favorite parts. At 1441 the primary server at First Energy fails. This is the server that hosts the Energy Management System, which you will recall isn't working correctly because the alarm software has failed. CLICK The commission determined that the primary server probably failed as a result of the queuing of non-alarmed data and the failure of the remote consoles. Now given that the EMS system is so important, there is a backup server always in hot standby. So the alarm application is moved intact--failure and all--to the backup server. 13 minutes later the backup server--afflicted by the same unresolved data queues--fails. CLICK During this time, by the way, the screen refresh rate for the engineers has gone from one to 59 seconds. When the backup server fails, the IT staff is, of course, paged again. 

  

At 1505, the third line, the Harding/Chamberlain line fails. CLICK Needless to say, the First Energy engineers do not notice because they are in Dante's ninth level of software hell. Three minutes later, the IT staff completes a warm reboot of the primary server. The IT staff thinks everything is normal but in fact the alarm application is still frozen. And the IT staff, and truly it pains me to say I myself have experienced this kind of miscommunication once or twice in the past,  well anyway the IT staff does not confirm with the control room operators that the alarm system is in fact operating properly before they declare victory. 
  

And finally, after the blackout, we learn the EMS system, which had been purchased in 1995, was not running the latest version of the software. And why was that? The software had not been updated because First Energy had decided to replace the EMS system with one from another vendor. 

  

The area served by First Energy receives its first indication the system is becoming unstable when at 1517, voltage dips temporarily on the Ohio portion of the grid. Afterwards, major users of electricity on the grid, beginning to notice the voltage fluctuation, start taking temporizing steps.15 minutes later the Fourth major transmission line, the Hanna/Juniper line, fails as it sags into a tree because of the extra power it is carrying. CLICK It should be noted that even this line was still only at 88% of its peak carrying capacity. 
  

So again, bad tree trimming is partly to blame. MISO, because if you recall all throughout this period its state estimator is not working because it was left turned off, does not discover the Hanna/Juniper line tripped until after the blackout occurred. The inadequate awareness of lines that were failing led models and human operators to not understand or project current and future levels of distress. It was in fact when the Star/South Canton and Harding/Chamberlain lines failed, that the demands on the rest of the system began to exceed contingency levels. 

  

From now on we truly are moments from disaster but not yet beyond the Carole King  line. (it's too late, baby, now it's too late) Less than ten minutes after the Hanna/Juniper line trips, a line co-owned by First Energy and American Electric Power, the Star/South Canton line, fails, leading to the tripping of a circuit breaker connecting the two grids and another cascade of line failures. 
  

CLICK Two more major lines are slated to fail before the blackout, according to the US-Canadian commission, becomes inevitable. First the Tidd/Canton Central line trips 5 minutes later as energy keeps trying to flow north to meet demand in Cleveland. CLICK Twenty minutes after that, the Sammis/Star line fails due to undervoltage and overcurrent, whatever that means. 
  

CLICK The Commission believes that during those 20 minutes the First Energy operators needed to realize that cutting off the Cleveland /Akron area from the electrical grid would have prevented the catastrophic blackout that ensued. It is unclear whether FE operators ever fully realized the trouble they were in, although the control room supervisor did inform his manager at 1545 that it looked like they were losing the system. But did they realize they were about to lose most of the East Coast as well? I don't think so. 

  

