CX, MODEL

TRAINING AUTOMATION
AND THE FEATURE STORE
PROBLEM
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WHAT WE WILL TALK ABOUT TODAY

* ML USE CASE - CUSTOMER EXPERIENCE
* DATA AT SCALE IS HARD

* WHY WE NEED A FEATURE STORE
* SOLVING THE FEATURE STORE PROBLEM
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Mroducts & Service

COMCAST
Beocodcom

Mrodeces & Servicem Cable Networks

Charnels & Content

Lomoant Spectocor




ML Lifecycle — Roles & Workflow

Inception

ML Operations

Exploration

Model

Development

Iterate

Candidate Model
Selection

Model
Operationalization

lect new data & retrain

Model
Evaluation

Go Live Phase
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What is the Business Problem?

* We have Inefficient Processes == WASTE

* The WASTE costs money

* We don’t use all of the data we have to provide an ideal
customer experience

{
* GOAL: Take cost out of the business + drive KPls \7

* |VR/ Digital Containment \
XA / Chat Containment
Rework .,

Avoidable Truck Rolls




Machine Learning and Human Empathy
Six Million Dollar Man

* The Six Million Dollar Man is a better analogy
* Start with Quality People
* Augmenting them with Technology
* Up-skilling the Workforce

* Machine Learning + Human Decision Making = Better
Results




Operational Waste During Service Calls
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Xfinity Assistant

(G5 g \

O] xfinity xFi

@ Network Connections In
Your Area Look Good

Xfinity Assistant

Hi Eun Su!

Bill Pay

£ Xfinity Assistant

We can help you manage your account.

Just For You

View Data Usage Review Plan Update Account Info View Data Usage Apps




ML Powered Service Calls




Machine Learning at Scale

STREAMING EVENTS

Product supply chain produces
billions of features are
engineered and enriched to
create the ML dataset

10

RECORDS UPDATES

Multiple feature sets are made
available in the online feature
store

CUSTOMER ACCOUNTS

Predictions are ready to be
made for Comcast customers
that use Internet and Video
products

N7}
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Customer Impacting Predictions YTD

Millions of 60% 40%
Predictions HSD Predictions X1 Predictions

85% of customers that used the recommendations did not call for repair in a 24-hour period



TECHNICAL OVERVIEW

* METADATA * MODEL SERVING
 DATA INGESTION « AUTOMATION
* FEATURE ENGINEERING

* "Feature store problem” » BRINGING IT ALL
* MODEL TRAINING TOGETHER

* MODEL DEPLOYMENT

N7}
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METADATA

O O requests

" Y 1 new

& M o feature
- : source

researchers

13

Schema Registry

*

discovery and metadata

feature

engineering

controller

configure consumer

pod

build stream object
deserializers
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START SIMPLE - ABSTRACT

DATA INGESTION AND FEATURE ENGINEERING

HOW TO MANIPULATE
AND STORE DATA?

i '
— —
X
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ABSTRACT TO CONCRETE

DATA INGESTION AND FEATURE ENGINEERING

Input

X

Kafka

Kinesis

HTTP requests
batch, files, etc.

Windowing
Aggregation
Normalization
Transformation
etc.

output
f(x)

Features ready to be
passed into ML models

N7}
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WHAT IS THE FEATURE STORE PROBLEM?

* WHAT IS A FEATURE STORE

* WHY DO YOU NEED ONE
* WHAT IS THE PROBLEM?

N7}
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FEATURE STORE

TYPES OF FEATURE STATES TO PERSIST

* OTHER DATA RELATED TO INTERMEDIATE

17

WINDOWED DATA
AGGREGATE DATA

STEPS FOR FEATURE ENGINEERING

* Common indexes

* Inference and predictions from other
models

* Etc.

Can be many things:

e Spark state store
(Cassandra, RocksDB)

* Flink state backend
(Memory, RocksDB)

e Custom: Hadoop
(HDFS, HBase)

e Custom: Redis

N7}
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RESEARCH AND MODEL FLOW

MODEL TRAINING AND DEPLOYMENT

DATABRICKS

18

Kubeflow

Se l (_, on coreg

N7}
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MLFLOW

MODEL TRAINING




MLFLOW

Nsers/Nick@comcastiris outllers

20

N7}
COMCAST



21

MODEL SERVING IN DETAIL

MODEL SERVING

import pickle

class CalifHousingPredictor(object):

def (self):

# load the saved trained model
nodel_file = 'linear_model.pkl’

self.sklearn_model = pickle.load(open(model_file, 'rb'))

def predict(self, X, features names):
return self.sklearn_model.predict(X)

N7}
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MODEL SERVING - MANY POSSIBILITIES

MODEL SERVING

mport pickle SEESEIMRTT

endpoint (seldon)

class CalifHousingPpedictor(object):

as part of a

chain for
ensembles

pickle. load(open(model file, ))

, X, fea ):

return .Sklearn_model.predict(X)

directly invoke

N7}
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PIPELINE AUTOMATION

O O requests
a— O = new

'S a4 'S feature
source
researchers
23

discovery and metadata

feature

engineenng

controtier

Siream odjec

.
! Dusid

»

. = ,
desenalizers

4 generate

geployment

L nush
< DUSN
mage 1o

gocker hub
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BRINGING IT ALL TOGETHER

MODEL SERVING WITH SEPARATE FEATURE ENGINEERING

transform and

normasize

narse and invoke

model

external system

24

seldon

endpoint

model logic

N7}
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PERFORMANCE PIPELINE
(SOLVING THE FEATURE STORE PROBLEM)

MODEL SERVING WITH INTEGRATED FEATURE ENGINEERING

lexiernal)

aw fealure producer

J features

—

COMCAST



BUT IN-MEMORY IS SMALL?

MODEL SERVING: SPLIT UP THE IN-MEMORY DB BY FUNCTION

raw featureset A

raw f(":t“-'l'\,.(-\! B f(,-)tl. e consumer

window/aggregate

seldon

encpoint

S

features

N7}
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DEMO CODE

EXAMPLE CODE USING KUBEFLOW, KAFKA,
PYTHON, REDIS AND A SIMPLE MODEL

HTTPS://GITHUB.COM/COMCASTSAMPLES

“END TO END ML FEATURE STREAMING WITH KUBEFLOW KAFKA AND REDIS”

27
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https://github.com/ComcastSamples
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