Optimizing Citrix® XenDesktop® for High Performance

XenDesktop is a suite of desktop virtualization tools designed to provide users with fast and convenient access to their Windows desktops and applications through any device. The result of this is that users are provided with an experience that appears to be identical to having an individual desktop PC.

This book starts by answering the basic questions you need to ask when considering XenDesktop, followed by methods of how you can properly size your server infrastructure for XenDesktop. You’ll discover how to optimize the virtual machines used in XenDesktop, optimize your network for XenDesktop, and optimize the hypervisor and the cloud.

By the end of the book, you will be able to plan, design, build, and deploy high performance XenDesktop virtualization systems in enterprises.

Who this book is written for

Optimizing Citrix® XenDesktop® for High Performance is written for administrators who would like to deploy XenDesktop in their enterprises with the aim of providing high efficiency. Basic familiarity with XenDesktop is assumed.

What you will learn from this book

- Understand key concepts, terminology, and system requirements
- Discover how components work with regards to virtualization and performance
- Identify architectural resource layers and components
- Explore the hypervisor virtualization software that runs on top of the hardware and learn how to tune it for maximum performance
- Analyze client hardware and software, including thin clients and mobile devices
- Learn how components work with regards to virtualization and performance
- Discover the potential pinch points that can lead to potential performance problems

Optimizing Citrix® XenDesktop® for High Performance

Successfully deploy XenDesktop® sites for a high performance Virtual Desktop Infrastructure (VDI)
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Citrix® XenDesktop® is a desktop virtualization and a VDI solution that delivers Windows desktop experience as an on-demand service to any user, anytime, anywhere. It suits all types of workers from task workers and knowledge workers to mobile "work shifting" workers. XenDesktop® delivers complete desktops and applications quickly and in a secure manner while providing a high-definition user experience at the same time.

Instead of managing thousands of static desktop images, you can manage and update the desktop OS and applications once, from a single location. If you can corral all your user resources in the data center, you can get a better grasp of the security and better the policy compliance.

My first book, Getting Started with XenDesktop® 7.x, provides comprehensive details on how to design, implement, and maintain a desktop delivery site using XenDesktop®. It teaches you about management, policies, printing, USB support, storage and backup, the High Definition User Experience (HDX™), application delivery, the XenDesktop® SDK, Citrix Receiver™, security, and running XenDesktop® from the cloud.

If you are reading this book, you have most likely implemented XenDesktop® or are sizing and scoping your deployment. Once you have read the first book and understood how to install XenDesktop®, you will want to dig deeper into the topic of optimizing performance. You can't implement XenDesktop® realistically without understanding performance. The more information you have, the more you will be prepared to design and manage performance issues ahead of time.

You may have installed a previous version of XenDesktop® and found that XenDesktop® 7.x is different than the previous versions. This book will be helpful even if you are a desktop virtualization veteran or new to the game and starting fresh. In this book, we will walk through the architecture of Citrix® XenDesktop® to help you understand where the performance weak points are and how to optimize the product.
What this book covers

Chapter 1, XenDesktop® Architecture, covers the definition of some basic XenDesktop® architectures and the different components involved. We learn about some terminologies and concepts that are important to understand as a baseline before addressing performance.

Chapter 2, Sizing, teaches you to size the different components of XenDesktop® architecture. It provides you with some tools to help you keep your deployment within the bounds of comprehension.

Chapter 3, Hypervisors, examines how the virtual hardware operates in general and how it relates to XenDesktop® and then we continue down that path. Before we do that, we need to have a discussion on how virtualization works in relation to the underlying hardware.

Chapter 4, Memory Optimization, covers all of the weak points or places where we might want to focus on optimization, starting with virtual memory.

Chapter 5, Network Optimization, focuses on how the virtual hardware operates in relation to XenDesktop® with regards to networking.

Chapter 6, Storage Optimization, covers arguably the most important and most talked about topic of virtualization. There are many different types of storage, we review them in this chapter and find out which one is best for XenDesktop® and virtualization. It also includes a discussion on the controversial subject of IOPS.

Chapter 7, CPU Optimization, covers CPU virtualization and some concepts around optimizing performance. A lot of information passes through the CPU whether it’s virtualized or not. When you install a hypervisor, it carves up the physical CPU into virtual CPUs and with the advent of hyper-threading, the number of vCPUs doubles conceptually.

Chapter 8, Performance Monitoring, focuses on how to monitor the performance of XenDesktop® and includes some sample tools, both GUI and CLI based.

Chapter 9, Acceleration, discusses performance optimization beyond the XenDesktop® site such as the WAN. You can control performance inside the hypervisors, hardware, and datacenter in which you deploy your XenDesktop® infrastructure.

Chapter 10, XenDesktop® Component Tweaks, covers some additional performance-enhancing tweaks for individual VDI components.
In this first chapter, we'll start with defining some basic XenDesktop architectures and the different components involved. We'll also visit some terminology and concepts that are important to understand as a baseline before addressing performance. As your XenDesktop sites grow, performance will be impacted, so getting the blueprint right first time is critical. One thing we often say in our business is "measure twice, and cut once". In this chapter, we will cover the following:

- Introduction
- Architecture
- Terminology and concepts
- Components

**Introduction**

XenDesktop is a desktop virtualization and **Virtual Desktop Infrastructure (VDI)** solution that delivers a Windows desktop experience as an on-demand service to any user, anytime, anywhere. It suits all types of workers, from task workers or knowledge workers, to mobile workshifting workers. XenDesktop quickly and securely delivers complete desktops or applications while providing a high-definition user experience.

Instead of managing thousands of static desktop images, you can manage and update the desktop OS and applications once, from one location.
My other book, *Getting Started with XenDesktop® 7.x*, Packt Publishing, provides comprehensive details on how to design, implement, and maintain a desktop delivery site using XenDesktop. It also includes topics on management, policies, printing, USB support, storage and backup, the High Definition User Experience (HDX), application delivery, the XenDesktop SDK, the Citrix Receiver, and running XenDesktop from the cloud.

If you are reading this book, you have most likely heard of the desktop virtualization concept. You may have done some basic research on the topic or installed a previous version of XenDesktop. If you are a desktop virtualization veteran or new to the game and starting your proof of concept, this book will be helpful. In this book, we will assume you already have a XenDesktop environment or are planning one. We will help you understand the different topics surrounding XenDesktop performance.

### Getting started with hypervisors

Before we get started, you will need to understand what a hypervisor is. A hypervisor is a thin operating system that hosts multiple instances of disparate operating systems. It can also be defined as software that can create and run virtual machines. The hypervisor software runs on server hardware that is enabled for virtualization. Once this is installed, you can install several instances of different operating systems onto the hypervisor. The hypervisor was game-changing, because instead of running one operating system per server, you could now run X number of operating systems on one server, saving space and money.

There are several vendors that make hypervisors, such as Citrix XenServer, VMware ESXi, Microsoft Hyper-V, and the Linux open source **Kernel Virtual Machine (KVM)**. There are two types of hypervisors:

- **Type 1 hypervisors**, which run directly on the server hardware. These are also known as "bare-metal" hypervisors.
- **Type 2 hypervisors**, which run on top of an operating system, which then run on the server.

As you can imagine, the Type 1 hypervisors have been touted to have better performance as they interact directly with the server hardware resources.
Citrix XenServer and VMware ESXi are Type 1 hypervisors. Microsoft Hyper-V is presumably a Type 1 hypervisor. There has been debate over whether Hyper-V is a Type 1 or Type 2 hypervisor mainly because you first install the Windows server operating system and then turn on the Hyper-V role, giving the perception that Hyper-V is running on top of or with the help of the Windows Server operating system. Obviously, XenDesktop runs on Citrix XenServer, but it can also run on VMware ESXi and Microsoft Hyper-V.

At the time of this writing, XenDesktop does not run on KVM. You could probably make it work. Citrix does not officially support KVM. Tribal Knowledge says you could run XenDesktop on KVM, but you would not be able to use MCS or PVS automation for creating VMs.

The following diagram gives you a visual idea of the differences between the types of hypervisors compared to traditional servers. It also shows how the interaction between these components contends for hardware resources and ultimately affects performance and sizing of hardware resources:
Architecture

Before we can start designing the XenDesktop infrastructure, we need to understand the core components that go into building it. XenDesktop can support all types of workers, from task workers that run Microsoft Office applications, to knowledge users that host business applications, to mobile workshifting users, to high-end 3D application users. XenDesktop scales from a small business supporting five to ten users up to large enterprises supporting thousands of users.

In the XenDesktop architecture, there are several sections called layers that are used to group certain functions together. Each layer is comprised of logical groupings of resources to help you better understand the roles each type of component plays.

The following is a simple diagram to illustrate the components that make up the XenDesktop architecture:
Referring to this diagram, you now have a visual representation of how a simple site will look when finished. Let’s take a look at each individual component so you understand the role of each one.

**The Clients layer**
The Clients layer contains all the clients. It seems simple, and it is. Citrix Receiver is device-agnostic, so it will run on any device. You name it, and it will be capable of connecting to a XenDesktop.

**The Network layer**
One of the benefits of XenDesktop is that it creates a light network load for the client connections. However, we call out the Network layer because this is a potential pinch point in large XenDesktop deployments—a place where performance can be degraded or bottlenecked. The network layer is a general term and refers to every piece of the network, from the client device, through the wide area network, the cloud, and into the datacenter where XenDesktop is being hosted.

**The Access layer**
The Access layer is where you place the NetScaler to frontend your XenDesktop site. You can also place the StoreFront servers here. This layer contains resources that provide a portal for your clients to connect to the XenDesktop site. This layer is similar to DMZ computing in traditional network architectures.


**The Control layer**
The Control layer contains all the components critical to controlling, managing, monitoring, storing, licensing, and delivering the desktops to the users.

**The Services layer**
The Services layer contains components that are not Citrix products but are essential to the deployment of the XenDesktop site; for example, the Microsoft Active Directory / Domain Controller, DHCP, and DNS.
The Resources layer
The Resources layer contains all the XenDesktop consumable resources such as desktops and applications. All the resources to power desktops and applications live here, including vCPUs, vMem, and storage for vDisks and PvDisks.

The Storage System layer
We call out the Storage System layer only because storage is increasingly being detached from the servers and could be a pinch point in itself. Conceptually, storage resources could be its own layer.

The Hypervisors layer
The Hypervisors layer is not really a layer, but you could refer to it as that. Some abstraction needs to be made regarding the hardware that all this stuff is running on top of. Each layer could conceptually be its own piece of hardware or server with a hypervisor running on top of it, with virtual machines to host XenDesktop components on top of that.

Terminology and concepts
In this section, we will cover some commonly used terminology and concepts used with XenDesktop.

Hyperthreading
Most physical servers designed to be used with a hypervisor include physical CPUs that are capable of hyperthreading. Hyperthreading allows a CPU to be used by more than one process or task at a time. Hyperthreading allows multiple threads to run on each processor core. Simple math would indicate that hyperthreading effectively doubles the CPU count. However, Tribal Knowledge says the extra amount of performance varies, and it is more like a 1.5:1 ratio providing a 20 to 30 percent performance improvement, and not 2:1 with 100 percent performance improvement. A virtual CPU (vCPU) or multiple vCPUs are assigned to VMs. Hyperthreading doubles the number of available vCPUs that can be assigned with the caveat mentioned in the preceding section.
The server side

It is important to understand terminology and concepts as they apply to the server side of the XenDesktop architecture. The server side refers to any term, concept, or component to the right of the network cloud.

The client side

The client side refers to any term, concept, or component to the left of the network cloud. To have a complete end-to-end solution, you need to consider an important part of the architecture—the end user device or client. There isn't much to consider here; however, the client devices can range from high-powered Windows desktops to low-end thin clients or mobile devices. There is a software component called Citrix Receiver that is necessary to complete the connection to XenDesktop that runs on the client hardware.

Virtual machine

A virtual machine is a software-implemented version of the hardware. For example, Windows Server 2012 R2 can be installed as a virtual machine running in XenServer, VMware ESX, and Hyper-V. In fact, every server and desktop in this book's examples can be installed as a VM with the exception of the hypervisor itself, which obviously needs to be installed on the server hardware before we can install any VMs.

Technically, you could run a hypervisor inside another hypervisor, known as a nested hypervisor, but there is no reason to do this as the performance would not be good.

Server virtual machines

Server VMs are based on a Windows Server operating system used for delivering applications or hosted desktops to users.

Desktop virtual machines

Desktops VMs are based on the Windows desktop operating system used for delivering personalized desktops to users or for delivering applications from desktop operating systems.
XenApp®

Citrix XenApp is an on-demand application delivery solution that enables any Windows application to be virtualized, centralized, and managed in the datacenter and instantly delivered as a service. Prior to XenDesktop 7.x, XenApp delivered applications, server-based and hosted shared desktops (server desktops), and XenDesktop delivered only Windows desktops. Now, with the release of XenDesktop 7.x, it delivers both desktops and applications. XenApp as a standalone product is still available.

EdgeSight®

Citrix EdgeSight is a performance and availability management solution for XenDesktop, XenApp, and endpoint systems. EdgeSight monitors applications, devices, sessions, license usage, and the network in real time. EdgeSight will be phased out as a product, and its functionality will be incorporated into Citrix Director and the HDX Insight Appliance.

FlexCast®

Don't let the term "FlexCast" confuse you. FlexCast is a term designed to encompass all of the different architectures in which XenDesktop can be deployed. FlexCast allows you to deliver virtual desktops and applications according to the needs of diverse performance, security, and flexibility requirements of every type of user in your organization. FlexCast is a way of describing the different ways to deploy XenDesktop. For example, task workers using low-end thin clients at remote offices will use a different FlexCast model than, say, a group of HDX 3D high-end graphics users. The following are the FlexCast models you may want to consider:

<table>
<thead>
<tr>
<th>FlexCast model</th>
<th>Use case</th>
<th>Citrix products used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local VM</td>
<td>Local VM desktops extend the benefit of centralized, single-instance management to mobile workers that need to use their laptops offline. Changes to the OS, apps, and data are synchronized when they connect to the network.</td>
<td>XenClient</td>
</tr>
<tr>
<td>FlexCast model</td>
<td>Use case</td>
<td>Citrix products used</td>
</tr>
<tr>
<td>----------------</td>
<td>----------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Streamed VHD</td>
<td>Streamed VHDs leverage the local processing power of rich clients, which provides centralized single-image management of the desktop. This is an easy, low-cost way to get started with desktop virtualization. This is rarely used.</td>
<td>Citrix Receiver XenApp</td>
</tr>
<tr>
<td>Hosted VDI</td>
<td>Hosted VDI desktops offer a personalized Windows desktop experience, typically required by office workers, which can be delivered to any device. This combines central management of the desktop with full user personalization. The user’s desktop runs in a virtual machine. Users get the same high-definition experience that they had with a local PC, but with centralized management. The VDI approach provides the best combination of security and customization. Personalization is stored in the Personal vDisk. VDI desktops can be accessed from any device such as thin clients, laptops, PCs, and mobile devices. This is the most common model.</td>
<td>Citrix Receiver XenDesktop Personal vDisk</td>
</tr>
<tr>
<td>Hosted Shared</td>
<td>Hosted Shared desktops provide a locked down, streamlined, and standardized environment with a core set of applications. This is ideal for task workers where personalization is not required. All the users share a single desktop image. These desktops cannot be modified, except by IT. Hosted Shared desktops are not appropriate for mobile workers or workers that need personalization. They are, however, appropriate for task workers using thin clients.</td>
<td>Citrix Receiver XenDesktop</td>
</tr>
<tr>
<td>On-demand applications</td>
<td>On-demand applications allow any Windows application to be centralized and managed in the datacenter, hosted on either multi-user terminal servers or virtual machines and delivered as a service to physical and virtual desktops.</td>
<td>Citrix Receiver XenApp and XenDesktop App Edition</td>
</tr>
</tbody>
</table>

**Components**

The resource layers in the architecture are a way to group resources according to general functionality. Within each resource layer are specific XenDesktop components. Each component has a function and plays a role in the XenDesktop infrastructure. These components and their roles are discussed in the following section.
Citrix Receiver™
Citrix Receiver is a universal software client that provides secure, high-performance delivery of virtual desktops and applications to any device anywhere. Citrix Receiver is platform-agnostic, meaning that there is a receiver for just about every device out there, from Windows- to Linux-based thin clients to mobile devices including iOS and Android. In fact, some thin client vendors have performed close integration with the Citrix Ready program to embed the Citrix Receiver code directly into their homegrown operating system for seamless operation with XenDesktop.

Citrix Receiver must be installed on the end user client device in order to receive the desktop and applications from XenDesktop. It must also be installed on the virtual desktop in order to receive applications from the application servers (XenApp or XenDesktop), and this is taken care of for you automatically when installing the VDA on the virtual desktop machine.

Citrix Receiver provides users with self-service access to resources published on XenDesktop or XenApp servers. This software combines ease of deployment and uses and offers quick, secure access to hosted applications, desktops, and data.

Hypervisor
A hypervisor is a thin operating system that hosts multiple instances of other operating systems. This concept of one hosting many is the fulcrum of the value of virtualization. XenDesktop is supported on three hypervisors—Citrix XenServer, VMware ESXi, and Microsoft Hyper-V.

NetScaler®
Citrix NetScaler provides the frontend to XenDesktop resources. NetScaler is primarily an Application Delivery Controller (ADC) that can also perform load balancing. Its primary purpose for XenDesktop, however, is to provide the security for all communications using Secure Sockets Layer (SSL). Think of it this way: for those organizations that want to secure their communications, traffic comes into the NetScaler using encrypted SSL. You can choose not to use SSL, but it is not recommended.
StoreFront™
Citrix StoreFront is the portal that authenticates users to site(s) hosting XenDesktop resources and manages stores of desktops and applications that users access. Active Directory does the actual authentication and interacts with StoreFront.

StoreFront replaces Web Interface from previous versions.

Delivery Controller
The Citrix Delivery Controller brokers access to desktops and applications and manages user access. Each site has one or more Delivery Controllers.

Studio
Citrix Studio is the management console that enables you to configure and manage your XenDesktop and XenApp deployment, eliminating the need for two separate management consoles for managing the delivery of desktops and applications.

If you use provisioning services, also included in XenDesktop, then you need to use the provisioning server console to deploy the VMs on the hosting platform.

Studio provides various wizards to guide you through the process of setting up your environment, creating your workloads to host and assign applications and desktops, and assigning applications and desktops to users.

Citrix Studio replaces the delivery services console and Citrix app center from previous XenDesktop versions. Studio is used to configure the XenDesktop site.

Director
Citrix Director is used to monitor and troubleshoot XenDesktop deployment.

Director is the console that is used to monitor and manage the sessions.
The License Server
The Citrix License Server serves licenses. Every Citrix product and every XenDesktop user requires a Citrix license. Studio consults the License Server to check out and check in licenses.

The only exception is NetScaler, which is licensed from within NetScaler itself.

Database
In XenDesktop, we use Microsoft SQL Server. The database is sometimes referred to as the data store. Almost everything in XenDesktop is database driven and the SQL database holds all state information, in addition to session and configuration information.

If the database server fails, existing connections to virtual desktops will continue to function until the user either logs off or disconnects from their virtual desktop. In XenDesktop version 7.6, Citrix introduced the Connection Leasing feature, which allows new connections to occur even if the database is unavailable. Citrix recommends you to implement SQL mirroring and clustering for high availability.

The IMA data store is no longer used, and everything is now done in the SQL database for both session and configuration information. The data collector is shared evenly across XenDesktop controllers.

Active Directory
Microsoft Active Directory is required for authentication and authorization. Active Directory can also be used for controller discovery by desktops to discover the controllers within a site. Desktops determine which controllers are available by referring to information that controllers publish in Active Directory.

If you don't want to use Active Directory for authentication, you can create an anonymous store in StoreFront and use local authentication.
Active Directory’s built-in security infrastructure is used by desktops to verify that communications between controllers come from authorized controllers on the appropriate site. Active Directory's security infrastructure also ensures that the data exchanged by desktops and controllers is confidential.

Installing XenDesktop on the domain controller is not supported; in fact, it is not even possible.

**DHCP**

Every machine in this architecture—virtual or physical, client, desktop, or server—requires an IP address. XenDesktop uses the Microsoft DHCP service to centrally manage IP addresses.

**DNS**

Every machine and service in XenDesktop needs a way to convert **Fully Qualified Domain Names (FQDNs)** into IP addresses so they can send packets out on the network and reach their destination. XenDesktop uses the Microsoft DNS service to do this.

You can also use the Berkeley Internet Name Domain (BIND) server.

**Desktop**

A desktop is the instantiation of a complete Windows operating system, typically Windows XP, 7, or 8. In XenDesktop, we create the desktop VM and add the VDA to it so that it can work with XenDesktop and be delivered to clients. This will become the end user’s virtual desktop.

At the time of this writing, XenDesktop 7.x does not support Windows 10.
Server
A server is a virtual machine dedicated to performing one or more specific tasks on the XenDesktop site, for example, brokering connections (Delivery Controller). These virtual machines can be used to host applications. More importantly, these servers are used to host the important XenDesktop components such as StoreFront, Delivery Controller, Studio, Director, License Server, SQL Server, Active Directory, DHCP, and DNS.

Storage
All the XenDesktop components use storage. There are two types of storage in this architecture. First, there is SQL Server, which is used as the database for the XenDesktop components. Then, there are Virtual Disks (vDisks) and Personal Virtual Disks (PvDisks).

vDisk
In a dedicated model, each user gets their own vDisk, which hosts the desktop OS. As you can imagine, the storage requirements for a dedicated vDisk model can grow quite substantially. In a pooled/shared model, several users share the same vDisk. There are other types of vDisk deployment models. The different types of vDisks are explained in the following table:

<table>
<thead>
<tr>
<th>vDisk model</th>
<th>Description</th>
<th>Performance impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static vs. random</td>
<td>A static desktop is assigned to a specific user. Each time that user logs on, they get the same desktop they had before. A random desktop is just that; the user will likely get a different desktop than they had before.</td>
<td>Static desktops are faster than random desktops.</td>
</tr>
<tr>
<td>Pooled vs. assigned</td>
<td>The pooled desktops (random) are just that; shared resources maintained in a pool and shared across many users. An assigned desktop (static) is a desktop that is assigned to a specific user and only that user.</td>
<td>An assigned desktop is faster than a pooled desktop.</td>
</tr>
<tr>
<td>Persistent vs. non-persistent</td>
<td>A persistent desktop (static, assigned) is a desktop that retains its state and settings when the user logs out. A non-persistent desktop (random, pooled) doesn't keep its state when the user logs out, and it is returned to the pool for a different user to use.</td>
<td>Persistent desktops are faster than non-persistent desktops.</td>
</tr>
</tbody>
</table>
Personal vDisk
The concept of the PvDisk is powerful for the users. PvDisk provides a personalization feature for storing personal data from virtual desktops. Each user gets their own Personal vDisk that stores their user profile, data, and applications that are unique to them. They are smaller than OS vDisks. They allow you to scale by pooling and sharing vDisks among many users and giving them each their own smaller Personal vDisk. PvDisks are merged with vDisks at runtime—the appearance to the end user is seamless.

Using a pooled / shared vDisk model in combination with PvDisks is most scalable and practical. However, PvDisks use more IOPS, so it may affect performance.

Virtual Desktop Agent
The Virtual Desktop Agent (VDA) has to be installed on the virtual machine to which users will be connecting. It enables the machines to register with controllers and manages the connection between the machines and the user devices. The VDA is installed on the operating system VM, such as Windows XP, 7, or 8, which gets served to the client. The VDA maintains a heartbeat with the Delivery Controller, updates policies, and registers with the Delivery Controller.

Summary
You now have a good grasp of the logical grouping of XenDesktop components and the terminology used in XenDesktop. This chapter also serves as a good reference to look back on as you move forward.

You now know what a XenDesktop site will look like from the network diagram, components, terminology, and concepts. In the next chapter, we’ll look at system requirements for XenDesktop components, compatible hypervisor hosts, and the most important topic of the sizing. Using the sizing techniques and calculations in the next chapter will give you a solid blueprint for your VDI deployment from small to extra large XenDesktop sites.
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